
1. Introduction

An electrical company’s fundamental function is to 
provide customers with high-quality electrical energy in 
a secure environment in return with an economic outlook. 
Electricity companies are facing financial and technical 
challenges in Electrical power system planning, control, 
and operation. For optimal electric power planning and 
operation Systems, the current and future electricity 
charges need proper assessments (Hambali et al., 2017). 

Nigeria has joined the rest of the world in the past 
few years in privatizing the economic sector. Therefore, 
Electricity generation and distribution companies have 
not been excluded from privatization and deregulate. 
These have brought more attention to the issue of 
precise electric load prediction in the regional and the 
national systems of power. There was a need for suitable 
solutions to satisfy consumers. Assessment of current 
and future electricity charges by electricity companies, 

to have Optimum scheduling and proper electric power 
system configuration (Hambali et al., 2017). Electricity 
theft is a severe utility issue, with dishonesty from users. 
It prompts for the financial identification of clients with 
anomalies (Jeyaranjani & Devaraj, 2018).

Fraud describes cases in which a threat actor gains 
unauthorized access to use electricity, the importance 
of machine learning and data science cannot be 
overemphasized, predicting and detecting frauds 
correctly on a given financial transaction dataset is of 
the essence for evaluating effectiveness vis-à-vis frauds 
detection in electricity consumption. Previous research 
on the detection of power theft has carried out a series of 
detection procedures. The specific is where the supplied 
power and billed power differ. All customers belonging 
to the area are deemed, suspect. The drawback of the 
previously discussed work is that the identification of 
power theft was carried out based on the assumption 
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that the clients are suspected of being a fraud. This case 
could identify the potential client as fraudulent clients. 
This study is motivated to incorporate the bogus data on 
customer power consumption into essential information 
on energy consumption. The algorithms of machine 
learning are used to analyze the information that 
clusters and then classify the client. Data of customers 
are discriminated against as genuine and fraud based on 
their pattern of use (Glauner, 2017).

Several methodologies based on data-mining 
have been developed to identify anomalies in energy 
consumption. Clustering techniques have been 
successfully applied as an algorithm with applicable 
reduction data-space requirements, a useful tool for 
detecting natural consumer groups with the same 
energy-consumption profiles. It turns out that clustering 
is the most appropriate technique for modelling and 
identifying the different energy consumption profiles 
over an electrical utility, in particular the blurry 
clustering (Angelos et al., 2011). There are recurrent 
variations in the behavior of produced data with huge 
volume of data. precise identification of information 
of interest which are responsible for causing fraud are 
imperative. Several existing schemes have employed 
filtrations such as dimensionality reduction models.

In this study, the machine learning approach for fraud 
detection in electricity consumption is proposed. Energy 
consumption data for customers are to be classified using 
SVM and Decision tree by training the data to build 
a model that forms the basis for the decision-making 
classification of normal and abnormal behaviours. Also, 
a MapReduce-ANOVA is proposed to select relevant 
features and classified using the SVM and Decision tree 
classifiers. A comparative analysis is carried out on the 
models from the obtained results. The technique also 
suggests punishment for detected fraudulent customers 
to ease monitoring for utility officials.

2. Related works

In the study of electricity theft detection, the advent 
of smart meters with its continued provision of real-
time customer consumption data has necessitated the 
applications of big data analytics and machine learning. 
Machine learning applications, including Support 
Vector Machines (SVM) and Artificial Neural Networks 
(ANN), are often used. Training and modelling datasets 
have reported some works using several classification 
strategies (Jokar et al., 2016).

An electricity theft detection framework based on 
a universal prediction algorithm was suggested using a 
Universal Anomaly Detection (UAD) framework that 

uses the Lempel-Ziv universal compression algorithm 
to achieve real-time detection in a smart grid setting. 
Several network parameters can be monitored through 
the anomaly detections. Still, this framework monitors 
data on energy consumption, rate of change in data on 
energy consumption, date stamp, and time signatures. 
Usual and abnormal classification of data behaviour, 
the Lempel-Ziv algorithm is used to assign occurrence 
probability to the compressed data of the parameters 
being monitored. This framework can learn the typical 
behaviours of smart meter data and give alerts based 
on deviation from this probability during any detected 
anomaly. Also suggested within the framework is a 
forced aggressive measure as a means of applying fines 
to fraudulent customers (Otuoze et al., 2019).

Electric Power Load Forecast Using Decision Tree 
Algorithms, an up-to-date experiment was proposed 
using Decision Tree Algorithms Classification and 
Regression Tree CART, (Reduced Error Pruning 
Tree) REPTree and Decision Stump for electric load 
forecasting. The work revealed that REPTree Decision 
Tree Technique is suitable for forecasting electrical 
load and has outperformed other algorithms for the 
decision tree. This work will be of considerable use 
to Yola / Jimeta Power Transmission Company and 
others involved in the power transmission, generation, 
distribution, and marketing industries to enable them to 
forecast electrical power charges and to provide timely 
advice and decisions (Hambali et al., 2017).

The use and comparison of two ANN algorithms 
(MLP and RBF) and SMO algorithms have been proposed 
for the Artificial Neural Network approach for electrical 
load forecasting in power distribution companies. The 
results were interpreted then; the models obtained were 
analyzed to determine the pattern in the model of load 
forecasting. The experimental analysis was conducted 
using the option of 10-fold cross-validation tests. 
Results showed that the Multilayer-Perceptron (MLP) 
model gives 86 percent accuracy with Mean Absolute 
error (MAE) of 0.016, Radial Base Function (RBF) was 
76 percent accurate with MAE of 0.030, and Sequential 
Minimal Optimization (SMO) 85 percent accuracy with 
MAE of 0.090 indicating an adequate level of electrical 
load forecast (Hambali et al., 2017).

Approach to identify machine learning algorithms 
was proposed to Suspect customers using the usage 
pattern for customer power. To this end, the Machine 
Learning Algorithm is used. Customer trustworthiness 
is verified and is chosen for the theft program. This 
analysis is done by tweaking the actual data from 
the Smart Meter to create fraudulent data. The ANN 
classification model is developed using a supervised 
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learning algorithm which helps discriminate against 
client’s profile based on their genuine activity and their 
fraudulent use of electricity. The simulation result shows 
that the proposed system is useful in the highly accurate 
identification of the suspects. Absolute error (MAE) 
of 0.016, Radial Base Function (RBF) was 76 percent 
accurate with MAE of 0.030, and Sequential Minimal 
Optimization (SMO) 85 percent accuracy with MAE 
of 0.090 indicating an adequate level of electrical load 
prediction (Jeyaranjani & Devaraj, 2018).

The detection of electricity theft using external 
detection algorithms in customer consumption was 
analyzed using the feasibility of application Outlier’s 
detection algorithms to improve the safety of AMI by 
detecting the theft of electricity. We are exploring the 
performance of various existing outer detection algorithms 
on a real dataset (use of energy from consumers). The 
results show the feasibility of using outliers’ algorithms 
in AMI security and also the effectiveness of using these 
methods for theft detection in the electricity consumption 
datasets (Yeckle & Tang, 2018).

A computational technique for the classification of 
electricity consumption profiles was proposed to detect 
and identify abnormalities in customer consumption in 
power distribution systems. The methodology consists 
of 2 steps. In the first, a Fuzzy clustering based on 
C-means is performed to find consumers with similar 
consumer profiles. A fuzzy classification is then carried 
out using a fuzzy membership matrix and the Euclidean 
distance to the cluster centres. The distance measures 
are then normalized and ordered, resulting in a unitary 
index score, where potential fraudsters or users with 
irregular consumption patterns have the highest score. 
The approach has been tested and validated on a real 
database, showing good performance in fraud detection 
and measurement defect tasks (Angelos et al., 2011).

A Convolutional Neural Network (CNN) is 
programmed to learn the features from large and 
changing smart meter data by convolution and down-
sampling operations between various hours of the day 
and different days. Besides, a dropout layer is introduced 
to delay the possibility of overfitting, and in the testing 
process, the back-propagation algorithm is applied to 
change network parameters. And then, depending on the 
features collected, the random forest (RF) is conditioned 
to determine when the user steals electricity. The 
grid search algorithm is adopted to decide optimum 
parameters to construct the RF into the hybrid model. 
Finally, tests are performed based on actual evidence 
on energy usage, and the findings demonstrate that the 
proposed model of detection outperforms other models 
in terms of precision and performance (Li et al., 2019).

The attribute ranking impact on the detection of credit 
card fraud was suggested by the use of credit card fraud 
datasets (Taiwan and European bank) collected from 
UCI and ULB repositories containing 30 000 and 284 
807 transactions respectively. The rating of features on 
dataset sets is conducted using the method of correlation 
analysis. Four classifier algorithms are developed and 
implemented on data graded by raw and function. The 
classification algorithms are implemented in MATLAB. 
Specificity, specificity, Matthew’s correlation coefficient, 
resilience, accuracy, and balanced classification rate are 
the output metrics used in determining the impact of the 
four classifiers on the raw and feature rated datasets. 
Results from the comparative study show that classifiers 
for decision tree variants outperform naïve Bayes, 
enable radial function approaches for the vector and 
neural network, respectively. The graded function and 
raw data sets of the data from the European credit card 
fraud reported the highest output metrics for decision 
trees. The paper explores the impact of rating features 
of two imbalanced credit card fraud data using a filter 
method on four machine learning techniques (Awoyemi 
et al., 2018).

Classification models based on decision trees and 
vector support machines (SVM) are developed and 
applied to problem detection of credit card frauds. This 
study is one of the first to compare SVM performance 
and decision tree methods in the detection of credit card 
fraud to a real dataset (Sahin & Duman, 2011).

A new method for extracting features and model 
fusion technologies to solve the problem of identifying 
basic medical insurance fraud is introduced. The 
second-level extraction algorithm function proposed 
in this paper will effectively extract essential features 
and improve the accuracy of subsequent algorithms in 
forecasting. A sample division approach based on the 
idea of sample proportion equilibrium is proposed to 
solve the problem of unbalanced simulation distribution 
in the medical insurance fraud finding scenario. A 
new training and fitting model fusion algorithm (tree 
hybrid bagging, Bagging) is proposed based on the 
above methods of extraction and sample division of the 
function. This method makes fair use of the balanced 
tree model algorithm based on Boosting to fuse and 
eventually achieves the effect of improving the accuracy 
of detection of simple medical insurance frauds (Gong 
et al., 2020).

A supervised technique to detect meter irregularities 
and consumer fraudulent activity (meter tampering) is 
proposed, which primarily but not only feeds on meter 
information. Their system detects anomalous meter 
readings based on models developed on past data using 
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machine learning techniques. Unlike other previous 
studies, the results of field checks can be implemented 
incrementally to expand the inventory of fraud and 
non-fraud trends, thereby increasing model consistency 
over time and theoretically adjusting to evolving fraud 
patterns. The entire device was built for a company 
supplying power and gas and has since been used to 
conduct many field checks, for substantial gains in 
fraud identification relative to previous reviews using 
simplified techniques (Coma-Puig & Carmona, 2018).

A device to track power theft is proposed using a 
combination of a convolution neural network (CNN) and 
a long-term memory model (LSTM). CNN is a method 
commonly used to automate the detection of characteristics 
and the labelling process. Since the power consumption 
signature is time-series data, we were led to create a smart 
grid data classification model based on the CNN LSTM 
(CNN-LSTM). A novel data pre-processing algorithm 
has also been applied in this work to measure missing 
instances in the dataset, based on local values relative to 
the missed data point. In comparison, the number of users 
of electricity theft was comparatively low in this dataset 
which may have made the model unreliable in detecting 
users of theft. This class disequilibrium scenario was 
resolved through the generation of synthetic data. Finally, 
the findings obtained indicate that the proposed scheme 
may with good accuracy identify both the majority class 
(regular users) and the minority class (users of electricity 
theft) (Hasan et al., 2019).

A short-term method of detecting fraud based on the 
Support Vector Machine (SF-SVM) is introduced, the 
system only needs to collect and archive a limited amount 
of the user’s recent electricity usage data to identify 
troublesome users. Having a small volume of data will 
minimize data storage and reduce the costs of transferring 
data remotely. Also, protection should be best protected 
for consumers. The system periodically gathers grid and 
consumer data on energy usage over a specified period. 
When the device senses that a threshold increases the 
difference between the amount of energy generated by 
the regional grid and the amount of electricity used by 
consumers, the mechanism switches to a suspect state 
and causes fraud detection. The framework implements 
deep learning algorithms to retrieve user data attributes, 
and ultimately identify suspect users. The results of 
the simulation demonstrate that anomalous users are 
successfully observed by the system (Xiong et al., 2019).

3. Methodology

The proposed methodology used a small percentage 
of the Nigerian Electricity Power distribution of low-

voltage consumption customers residing in Kwara 
State, Nigeria, who use the monthly kWh interval data 
collected from the Nigerian electricity database for 
more than 300 customers. Decision tree algorithms 
and SVM are used for the Information Discovery 
and Data Mining process. The proposed system uses 
the Ibadan Electricity Distribution Company, Ilorin 
Branch, IBEDC Baboko office Nigeria’s customer 
data sets for electricity distribution. There are 300 
instances and eight attributes in the Customer dataset, 
table 1 and figure 1 respectively shows the dataset 
features.

Pre-processing: This step includes the preparation of 
datasets before the execution of data mining techniques. 
Currently, the typical methods of pre-processing, 
such as data cleaning, variables translation, and data 
partitioning, were applied. Additional procedures such 
as the collection of attributes and the re-balancing of 
data were also employed to solve high dimensionality 
issues and imbalanced data which could be present in 
the dataset.

Data Mining: Data mining algorithms are 
implemented using C 4.5 and are used and contrasted 
with SVM. The obtained models are analyzed to 
determine the performance of the experiment

The insignificant and irrelevant features degrade the 
fetching of the qualities of the analysis. It is essential 
to analyze the dataset. The input data are preprocessed 
using MapReduce-ANOVA. The selected features are 
classified using SVM and Decision Tree.

3.1. The experiments

In this study, MATLAB was used as an experimental tool, 
MATLAB is an ease use of the device for implementing 
Machine learning approaches, it is a data analytics 
technique that teaches computers to do what comes 
naturally with the capability of classification among 
others (Paluszek & Thomas, 2017), figure 2 shows the 
framework approach for the study.

3.1.1. MapReduce-ANOVA

MapReduce is a programming model, for processing 
datasets in a dispersed method consisting of mapping, 
shuffling and reducing steps. The algorithm input is a 
matrix, with total feature set Y numbers and dataset 
sample numbers X. ANOVA is an analysis of variance 
used in computing multiple means of the dataset 
values and visualizing the significant differences in 
the multiple sample means (Kumar et al., 2016)], 
algorithm 1 shows the MapReduce based ANOVA 
procedure.
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3.1.2. C4.5 Algorithm

C4.5 is a decision tree algorithm, as an inheritor of ID3. 
Machine learning approaches allow decision trees to be 
the most accessible. Because of this, they are a way to 
identify phenomena that looks like a series of if-then 
statements arranged in a tree. Classification starts based 
on maximum node outputs named root node down the 
tree to the leaves. The target groups of our dataset are 
leaves. By answering issues down the decision tree, it 
is easy to implement classification. What the algorithm 
does is usually to partition the data into two or more 
sets. The information and entropy advantages, filtering 
is done based on the most relevant attributes to make 
as possible distinct classes (Khine & Khin, 2020), 
algorithm 2 shows the C4.5 procedure. 

3.1.3. SVM algorithm

Support Vector Machines (SVM) are supervised 
learning algorithms that have proven to be better than 
specific other learning algorithms with attendants. SVM 
is a series of algorithms proposed to solve regression 
and classification problems. SVM has found use by 
differentiating different classes by way of a hyperplane 
to solve quadratic programming problems that have 
inequality restrictions and linear equality. The line 
takes full advantage of that. Although the SVM may 
not be as fast as other classification methods, owing to 
its ability to model multidimensional borderlines that 
are not sequential or straightforward, the algorithm 
derives its power from its high precision. SVM is not 
readily vulnerable to a scenario where a model is overly 

Table 1: Dataset Attribute Descriptions
ATTRIBUTES DESCRIPTORS
Attributes Data type Description
Customer's Name Nominal Customer's Name of account
Active Terrain Nominal Consumption Purpose  
Meter Number Numeric Meter Reading
Balance Numeric Customer's Account balance
Supply Reference Numeric Customer's Supply Number
Consumption Numeric Customer Consumption Rate
Monthly Charges Numeric Customer Charges
Status Nominal Customer Account Status

Figure 1. Customer Consumption Data from IBEDC

Figure 2: A framework of the proposed approach
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complicated, such as having multiple parameters relative 
to observation amounts. These attributes make SVM 
the perfect algorithm for use in the fields of automated 
handwriting recognition, text categorization, speech 
recognition, etc. (Dada et al., 2019), algorithm 3 shows 
the SVM procedure.

3.2. Confusion matrix

The confusion matrix summarizes Algorithm 
efficiency. From this can be grasped the meaning of 
what algorithm is doing right and what is doing wrong. 
Confusion matrix rows are expected class, while rows 
are true class (Patil et al., 2018). The predicted class 
includes True Positive (TP), True Negative (TN), False 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––
Algorithm 1: MapReduce-based ANOVA (Kumar et al., 2016)
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––

–––––––––––––––––––––––––––––––––––––––––––––––––––––
Algorithm 2: C4.5 Decision Tree (Jindal et al., 2016) 
–––––––––––––––––––––––––––––––––––––––––––––––––––––
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Positive (FP), and False Negative (FN), (Arowolo et 
al., 2020).

 - The accuracy represents the TP+TN/
TP+TN+FP+FN

 - The precision represents ratio of true positives 
(TP) and actual positives (TP + FP) = TP/
TP+FN.

 - The recall or true positive rate (TPR) is ratio of 
true positives (TP) and actual positives (TP + 
FN). 

4. Results and discussion

Decision tree C 4.5 and SVM classification models 
were proposed in this study for fraud detection for the 
distribution of electricity and performance evaluation 
of the models using both 10-fold cross-validation 
method-based classification accuracy and performance 
metrics. 

Decision tree C 4.5 is known for its robust, accurate, 
and efficient method in classification model, because 
of its ability to split the dataset into groups for easy 
prediction (Damanik et al., 2019) which has been 
helpful and yielded a good result in this study. SVM, on 
the other hand, proves a high-performance of sensitivity 
which can still be considered as efficient.

Classification is one of the essential areas 
in machine learning, due to the huge variety of 
problems that can be stated as different or specific 

classification tasks. This study shows how there is 
a large number of applications and issues in various 
aspects of classification systems, which can be 
solved successfully with classification algorithms. 
The improvement of techniques for classification 
is, without a doubt, the most critical research line 
in the area, which will produce promising results in 
applications in the nearest future. In this sense, some 
problems that are currently tackled as classification 
problems, exploiting the continuity of the data, 
could be tackled in the future as exceptional cases 
of classification. For the future intelligent electrical 
network will be stated as classification problems 
and attacked with some of the algorithms described 
in this review (or improvements of them). Figure 5 
shows the result output for the classification of power 
consumption in Nigeria using SVM. SVM achieved 
63.4% overall accuracy. 86 features were selected 
using the MapReduced-based ANOVA. Figure 3, 4, 5, 
and 6, shows the confusion matrix for the performance 
evaluation.

The decision tree classification algorithm uses 
Simple Tree, the result is shown in figure 6 below, and 
its product outperformed the SVM. The decision tree 
has proven to be a better method in achieving the aim 
of this study.

In this study, classification of the power 
consumption, in Baboko locality of Kwara State 
Nigeria, was classified using MapReduce-ANOVA 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––
Algorithm 3: SVM (Dada et al., 2019)
–––––––––––––––––––––––––––––––––––––––––––––––––––––––
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Figure 3: Confusion Matrix for the classification of power consumption using SVM
TP= 52; TN=1; FP=29; FN=0

Accuracy rate = 0.6341; Sensitivity Rate = 0.9811; Specificity Rate =34.5 Precision Rate = 64.2.

Figure 4: Confusion matrix result for decision tree
TP= 41; TN= 13; FP= 16; FN= 12

Accuracy rate = 0.659; Sensitivity Rate = 0.8039; Specificity Rate = 0.52; Precision Rate = 0.7735

with the Decision tree and SVM, it was proven 
that the classification efficiency of the decision 
tree outperformed SVM, hence the MapReduce-
ANOVA with SVM achieved 77.4 Accuracy, the 
MapReduced-ANOVA helped in fetching out 
relevant information that can be helpful in decision 
making for engineers in the field of electricity 
supply and power consumption. It will also regulate 
the theft in electricity distribution. A comparative 
table is shown in table 2.

Table 2. Comparative Table for the Evaluation of the Experiment
Performance 
Metrics

SVM 
Classifier

Decision 
Tree 
Classifier

MapReduce-
ANOVA + 
SVM

MapReduce-
ANOVA + 
Decision 
Tree

Accuracy (%) 63.4 65.9 77.4 72.6
Sensitivity (%) 98.1 80.39 92.5 75
Specificity (%) 34.5 52 50 68.2
Precision (%) 64.2 77.35 77.1 81.1
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In this study, a novel MapReduced based ANOVA 
with 0.5 significant value was proposed as a procedure for 
detection of fraud in electricity distribution in localities in 
Nigeria. It also addresses the problem associated with noisy 
data and fetching for relevant information that can enhance 
data analysis for relevant decision making. It is evident that 
most classification decisions are often biased, leading to 
misclassification. MapReduced-ANOVA proposes solution 
to enhance the data classification using SVM and Decision 
Tree. The knowledge shows that SVM classifier performs 

better with 77% compared to the decision tree with 73%. 
The proposed method performs better compared to other 
state-of-the-art algorithms. The significance of this study 
is solving misclassification problems from a perspective of 
effective and efficient approach to accurately classifying 
datasets, which can help practitioners in the field to make 
relevant decisions, that will help them with achieving 
efficient output of dispensing and controlling electricity 
theft in the community. This study proves to solve the 
mitigation of the study.

Figure 5: Confusion matrix for the classification of power consumption using MapReduce-ANOVA +SVM TP=37; TN=11; 
FP = 11; FN = 3

Figure 6: Confusion matrix for the classification of power consumption using MapReduce- 
ANOVA + Decision Tree P=30; TN=15; FP=7; FN=10
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5. Conclusion 

In this study, a machine learning approach is carried 
out using classification algorithms to carry out the 
irregularity’s affection for electric power consumption 
in Nigeria. The study used efficient classification 
algorithms SVM and Decision tree. The decision tree 
was able to achieve 65% accuracy, and SVM achieved 
62% performance accuracy. The SVM sensitivity proves 
to be high and can still be considered highly efficient. 
Mapreduce based ANOVA was a great approach in 
helping to fetch out relevant information that can 
enhance the classification results. The results obtained 
show that the power consumption sector subject has to 
do more in customer reviews and satisfaction so as not 
to lose their revenue generation. Hence, this study has 
helped to improve its management of power supply and 
revenue protection. Although the outcome of the course 
is favourable, working on a more extensive data set 
is vital before using the SVM classifier for prediction 
to be put into practice in the real-world context. The 
concept of data mining has also been actualized during 
the project has the case study dataset was subject to 
clustering techniques.  The classification with the 
Decision tree behaved quite well as it was able to reach a 
65% accuracy which shows confidence in its knowledge 
discovery from the dataset used.
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